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ABSTRACT

We consider the problem of minimizing the makespan on batch processing identical parallel
machines, subject to compatibility constraints, where two jobs are compatibles if they can be
processed simultaneously in the same batch. These constraints are modeled by a graph in which
compatible jobs are represented by adjacent vertices. We show that several subproblems are po-
lynomial. We propose certain exact polynomial algorithms to solve these subproblems.

Key words : batch scheduling, batch processing machine, compatibility graph, identical
parallel machines.

1. INTRODUCTION

In classical scheduling theory, it is assumed that machines can only process one job at a time.
However, in reality there is an other scheduling models that can be called "batch machines" and
that refers to batches of jobs to be processed together ( material painted together, material rolled
together, material transported together, etc. . . ). In these cases, the jobs in the same batch have
to be compatible.

The principal motivation for batch scheduling is the scheduling of burn-in operations in the
semiconductor industry where are exposed to high temperatures in a fixed capacity oven in order
to weed out chips susceptible to premature failure.

In this work, we consider the problem of scheduling a set of jobs Ji, ..., J, non-preemptively
on batch processing identical parallel machines to minimize the makespan Cy,4x. We assume that
the jobs are subject to compatibility constraints modelled by an undirected graph G, we call the
compatibility graph, in which each job is represented by a vertex, and each edge joins a pair of
jobs that can be processed simultaneously in the same batch. By definition, a batch belongs to a
clique of G. The capacity b of a batch, and hence the clique size, may be finite b = k, variable,
or infinite b = oo(it can process all jobs simultaneously). The job J; has the processing time p;
and the processing time of a batch is equal to the maximum processing time or the sum of pro-
cessing time of any job assigned to it. All jobs in a batch must be available at the same date, start
at the same date and finish at the same date. We assume that a setup-time s must separate two
successive batches and that the tasks of the same batch are processed without setup-time. The
setup-time is independent of the batches sequence, it is identical between each two successive
batches on all machines. We denote this batch scheduling problem with a fixed number of ma-
chines m by Bm,max/G = (V,E),b, p;,s/Cmax and Bm,sum/G = (V,E),b, p;i,s/Cnax-

We show in this paper that the scheduling problems Bl,max/G = (V,E),b = 2, p;,s/Cmax
can be solved in O(n?), B1,sum/G = (V,E),b =2, p;,s/Cmax can be solved in O(n>?), Bm, max/
G = (V,E),b=2,p; = p,s/Cpax can be solved in O(n>>) and Bm,sum/G = (V,E),b =2, p; =
2,5/ Cinax can be solved in O(n*). We give polynomial algorithm and the value of the makespan.
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2. LITERATURE REVIEW

The theory of batch scheduling for various scheduling objectives and additional constraints
is already well established in [5,15]. Some very special cases of job compatibility, the Incom-
patible Families structures [9, 13, 14, 16] and the Compatible Families structures [5, 6, 12, 13]
have previously been treated. Batch scheduling with a general compatibility graph G has been
analyzed in [1]. In the same reference the authors have proved that the problem with an arbitrary
compatibility graph G denoted B1/G = (V,E),b = 2/Cyqax can be solved in polynomial time of
order 0(n3) as a maximum weight matching problem. Note that the sub-problem with an iden-
tical processing time denoted B1/G = (V,E),b = 2, pi = 1/Cyyax can be solved in polynomial
time of order 0(n2‘5) as a maximum cardinality matching problem. The special cases with bi-
partite compatibility graph and split compatibility graph have been analyzed respectively in [4]
and [3]. In [3], each job has a release date and a processing time equal to 1. Intensive research
has subsequently been developed on this subject for various scheduling objectives and additional
constraints, see for instance the surveys [5].

3. COMPLEXITY RESULTS

We, here, briefly present new results regarding the problems Bl,max/G = (V,E),b=2,s/
Cmaxs Bl,sum/G = (V,E),b=2,5/Cpax, Bn,max/G = (V,E),b =2, p; = p,s/Cnax and Bm, sum
/G = (V,E),b=2,p; = p,s/Cpax. These problems with an arbitrary compatibility graph G can
be solved in polynomial time.

3.1. Case of a single machine

We show in this section that the problem of scheduling a set of n jobs J, ..., J, non-preempti-
vely on a single batch processing machine to minimize the makespan is polynomial. Where the
jobs are subject to compatibility constraints modelled by an undirected graph G, each task has a
processing time p;, each batch has a capacity b = 2 and a setup-time s between each two batches.

Theorem 1 The problem Bl,max/G = (V,E),b = 2,5/Cpax reduces to the maximum weight
matching.

The following algorithm solves the problem B1,max/G = (V,E),b =2,s/Cinax.

Algorithm 1
Input: G = (V;E), pi, s
Result: schedule
1. From the graph G = (V;E), construct a new valued graph Hy = (G, o) where each edge
e = (Jj,Jj) € E is valued by a(e) = min{p(J;); p(J;)} +s.
2. Find a maximum weight matching M in the graph Hy.

3. Form the batches of ¢ :
* for each edge of the matching M, process the corresponding two jobs in the same
batch.
* Other jobs are processed as single job batches. (run the batches in an arbitrary order).

4. Cpax(0) =Ljey p(J) +s(n—1) _Zk/ekeM aer)-

The best known algorithm for the maximum weight matching is in 0(n3) [L1]. Hence, also
the algorithm 1 runs in O(n?).
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Example 1. Let us process 6 jobs J1;J2;J3;J4;J5 and Jg on a single batch processing machine
of capacity equal to 2 and setup-time equal to 2. The processing times of jobs are given in TABLE
1. The compatibility graph is given in FIGURE 1.

|l || |Js]| 5| Jg
pi| 6 5 4 3 1 1

TABLE 1 — Processing times of jobs of Example 1

J3 J4

FIGURE 1 — The graph G = (V,E) of Example 1

We obtain the following optimal solution :

The number of batches is equal to 3;
By = (J1:J42); pb1 = max{6,5} =6;
By = (J33J5); pby = max{4,1} =4,
B3 = (Js;Jg) ;s pbs = max{3,1} =3;

We obtain a makespan Cy,qx = 17, the schedule is in FIGURE 2.

Ji,J2 J3,J5 Ja,Js

0 6 8 12 14 17

FIGURE 2 — Optimal schedule of Example 1

Theorem 2 The problem Bl,sum/G = (V,E),b = 2,5/Ciax reduces to the maximal cardinality
matching.

The following algorithm solves the problem B1,sum/G = (V,E),b = 2,5/Cnax-
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Algorithm 2
Input: G = (V;E), p;, s
Result: schedule o
1. Find a maximal cardinality matching M in the graph G.

2. Form the batches of o :
* for each edge of the matching M, process the corresponding two jobs in the same
batch.
* Other jobs are processed as single job batches. (run the batches in an arbitrary order).

3. Cnax(0) = Lyev p(J) +s(n— M| —1).

The best known algorithm for the maximal cardinality matching is in 0(n2'5) [10]. Hence,
also the algorithm 2 runs in O(n??).

Example 2. We solve the instance of Example 1 by algorithm 2.
We obtain the following optimal solution :

The number of batches is equal to 3;

By =(J1;3); pby = 11;

By =(J3:J5); pby =5;

B3 = (Ja3J6); pb3 = 4;

We obtain a makespan C,,x = 24, the schedule is in FIGURE 3.

Ji, )2 J3,J5 Ja,J6

0 11 13 18 20 24

FIGURE 3 — Optimal schedule of Example 2

3.2. Case of several machines

We show in this section that the problem of scheduling a set of  jobs Jy, ..., J, non-preempti-
vely on m batch processing identical parallel machines to minimize the makespan is polynomial.
Where the jobs are subject to compatibility constraints modelled by an undirected graph G, each
task has a processing time p, each batch has a capacity b = 2 and a setup-time s between each
two batches.

Theorem 3 The problem Bm,max/G = (V,E),b = 2,p; = p,s/Cpax reduces to the maximal
cardinality matching.

The following algorithm solves the problem Bm,max/G = (V,E),b =2, p; = p,s/Cpax-
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Algorithm 3
Input: G= (V;E),p,s
Result: schedule
1. Find a maximal cardinality matching M in the graph G.

2. Form the following batches of ¢ :
* For each edge of the matching M, process the corresponding two jobs in the same
batch.
* Other jobs are processed in single job batches.

3. Run the batches at the first available machine among the m machines.

4. Cpan(0) = "5 p oy (1241 1.

m 7

The best known algorithm for the maximal cardinality matching is in O(n>) [10]. Hence,
also the algorithm 3 runs in O(n%?).

Example 3. Let us process 6 jobs Jy;J2;J3;J4;J5 and Jg on m = 3 batch processing machines
of capacity b =2, setup-time s = 1 and p; =2,VJ; € V,i = 1...n. The compatibility graph is given

in figure 4.
(D——(——(®)

FIGURE 4 — The graph G = (V,E) of Example 3

we obtain the following optimal solution :

The number of batches is equal to 4 :

B1 = (J1;2);
By = (Ja;J5);
B3 =(53);
By =(J);

We obtain a makespan G4 = 3, the schedule is in figure 5.

ICMA2021-5



Proc. of the Int. Conference on Mathematics and Applications, Dec 7-8 2021, Blida

M; 5
M, Ju,Js
M J1, 1 Jo

0 2 3 5

FIGURE 5 — Optimal schedule of Example 3

Theorem 4 The problem Bm,sum/G = (V,E),b = 2,p; = p,s/Cpax reduces to the maximal
cardinality matching.

The following algorithm solves the problem Bm,sum/G = (V,E),b =2, p; = p,s/Cmax-

Algorithm 4
Input: G = (V;E),p,s
Result: schedule o
1. Find a maximal cardinality matching M in the graph G.

2. Form the following batches of o :
* For each edge of the matching M, process the corresponding two jobs in the same
batch.
 Other jobs are processed in single job batches.

3. Run the batches at the first available machine among the m machines according to the
decreasing order of their processing times.

4. The makespan equal to :
M M .
825+ (181 - 1)s if n—2|M| <k

2+ (18)s if k<n—2|M| <2

Cnax(0) =4 QM 4 1)p+ ([ 4 [£1—1)s  if ¢>0and
reste(c,m) < reste(|M|,m)

M . M . .
QMM L rem)p+ (1M 1 1£7)s if ¢>0and (reste(c,m) =0
or reste(c, m)>reste(|M|,m))
Where the function reste(c,m) is the remainder of the division of ¢ by m.

The best known algorithm for the maximal cardinality matching is in O(r>) [10]. Hence,
also the algorithm 4 runs in O(n2”).

Example 4. We solve the instance of Example 3 by algorithm 4.
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We obtain the following optimal solution :

The number of batches is equal to 4 :

By = (J1;J2), pb1 = 4;

By = (Jy3Js), phy = 4;

B3 = (J3), pb3 =2;

By =(Jo), pbs =2;

We obtain a makespan Cy,4x = 5, the schedule is in FIGURE 6.

Ms J; Jo
M, Jyq,Js
M, J1,J2
0 2 3 4 5

FIGURE 6 — Optimal schedule of Example 4

4. CONCLUSION

In this work we considered some polynomial case of the problem of minimizing the makes-

pan on batch processing identical parallel machines. For futur research, we show the complexity
of the NP-hard problems and we implement heuristics and exact methods for the solution of the
problem.
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